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ABSTRACT

We present a series of compositional techniques for deconstructing and spatialsing timbre in an immersive audio
environment. These techniques aim to engulf a spectator within a given abstract timbre, by highlighting said
timbre’s distinct spectral and gestural characteristics through our approach to sound spatialisation. We have
designed these techniques using both additive synthesis, and time-frequency analysis and resynthesis, building
upon analytical methods such as the discrete Fourier transform and the joint time-frequency scattering transform.
These spatialisation techniques can be used to deconstruct a sound into subsets of spectral and gestural information,
which can then be independently positioned in unique locations within an immersive audio environment. We here
survey and evaluate how perceptibly cohesive and aesthetically nuanced a timbre remains after deconstruction and
spatialisation, when applied in both live performance and studio production contexts. In accordance with their
varying design, each spatialisation technique engenders a unique aesthetic experience, affording a listener various
means through which to hear from within a sound.

1 Introduction

Over recent years, spatial and immersive audio has be-
come an increasingly prevalent feature in both musical
and sound art practices. With many music venues and
gallery spaces now beginning to rapidly adopt and in-
stall complex speaker arrays, these institutions present
a unique opportunity for artists and sound engineers
to both explore and expand upon their curatorial ap-
proaches to the dispersal, projection and positioning
of sounds within a space. Stemming from our own
creative experiences in these environments, we here
present, analyse and compare three techniques for de-
constructing and spatialising timbre. For a given audio

source or abstract timbre, each of these techniques
enables their sonic distribution throughout a space, cre-
ating an auditory landscape that both surrounds and
engulfs a listener, with each technique serving to per-
ceptually highlight particular spectral and gestural char-
acteristics present in the original sound.

We base the first of our three spatialisation techniques
on additive synthesis, with the subsequent two tech-
niques developing upon the discrete Fourier transform
(DFT) and the joint time-frequency scattering trans-
form (JTFS). Through our explorations of these tech-
niques, we here analyse their perceptive effectiveness
and aesthetic nuance when applied in both live perfor-
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mance and studio production contexts. And, in doing
so, it is our aim with this work to exhibit our aesthetic
knowledge surrounding these techniques, influencing
their incorporation in the future works of artists and
sound engineers alike.

2 Background

When approaching spatial audio from a curatorial per-
spective, it is often the desire of the artist or sound en-
gineer to engender an immersive listening experience
for their spectators. “[I]mmersion describes omnidirec-
tional, enveloping qualities ascribed to a specifically
sonorous experience or sensibility. To be immersed
in sound implies embodied presence. . . ” [1, p.2] In
our interpretation of Schrimshaw [1], we have here
sought to engender such sensory experiences through
the deconstruction of an abstract timbre, which, once
spatialised, can be used to engulf a spectator, as if they
were hearing from within the original sound source.
This perspective on immersion can also be ascribed
to a number of conceptual artworks, such as Charles
Nichol’s Liberosis, which places the listener inside the
body of a violin, as well as Collective Act & Jon Hop-
kin’s Dreamachine, which uses spatialised audio and
lights to conjure introspective experiences.

The techniques towards spatial audio described here
were made possible due to the concept of object based
audio [2]. In comparison to channel based audio, which
conceives of spatial audio in terms multiple channels,
often pairing each channel with its own speaker, object
based audio conceptualises spatialisation in response
to the sonic materials or sound objects themselves. As
a result, it is possible to design spatial audio techniques
purely from a sonic perspective, without the need to
prepare such a technique for a specific speaker con-
figuration or technological approach towards sound
spatialisation [2].

When designing immersive audio experiences, it is also
important to bare in mind some of the psychoacoustic
phenomena that shape how each spatialisation tech-
nique will be perceived. In doing so, it is useful to
conceive of one’s listening capability as having two
distinct modalities - holistic listening and analytic lis-
tening [3, pp.25-27]. Holistic listening describes the
perception of a complex sound as a single sonic en-
tity, whilst analytic listening describes the ability to
hear out the individual sonic components of a sound,

be that a single instrumental colour amongst a com-
plex orchestration, or a partial frequency present in a
complex waveform. In general, moving between these
two modalities requires the active attention of the lis-
tener themselves, however, within the context of both
sound design and immersive audio practices, there are
a number of means through which an artist can persua-
sively invoke a listener to prioritise one of these two
modalities. Tonal fusion, which describes the holistic
perception of a sound, can be influenced by numerous
sonic qualities such as “attack, envelope, vibrato, har-
monicity” [3, p.27], as well as similar approaches to
sound design such as the Gestalt principles of auditory
grouping [4]. Conversely, the process of deconstruct-
ing a timbre and spatialising its components naturally
encourages a listener to perceive the original sound ana-
lytically, through each of these sonic components being
presented to the listener from distinct spatial locations.

3 Spatialisation Techniques

For this work, we designed three distinct spatialisation
techniques for engendering immersive audio experi-
ences. The first technique builds upon the process
of additive synthesis, whilst the latter two techniques
build upon the DFT and JTFS transformations. Al-
though each of the techniques presented here produces
a collection of sonic objects which can then be individ-
ually spatialised, these techniques also carry with them
their own unique aesthetic and technological details.

3.1 Additive Synthesis

Additive synthesis is typically understood as the cre-
ation of a complex waveform from numerous sinusoidal
components. The history of this technique can be traced
throughout the field of sound synthesis [5], and has
been used to create sonic palettes ranging from simple
artistic gestures to realistic sonifications of physical
objects. In its simplest form, additive synthesis can be
used to create an arbitrary waveform W (t), such that:

W (t) =
N

∑
n=1

sin(2π fnt +φ)αn (1)

where fn is the frequency in Hertz of an individual sinu-
soidal component, αn is the amplitude of that sinusoid,
φ is the sinusoid’s phase, and N is the total amount
of sinusoids used to construct the complex waveform.
Here, as in previous works [6, 7], we treat each sinu-
soidal component as its own sonic object, which can
then be independently positioned within a space.
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Fig. 1: Diagrammatic representation of our DFT approach to spatialisation, portraying how a single sound is
separated into multiple sonic objects. Here, B is used to represent the total number of FFT bins, bn is the
maximum bin index in the nth subset, and C is the total number of subsets.

3.2 Discrete Fourier Transform

By building upon the fast Fourier transform (FFT) and
the inverse fast Fourier transform (IFFT) [8], we de-
signed a system which separates an incoming audio
stream into multiple sonic objects, each of which can
then be independently spatialised. Essentially, we begin
by performing an FFT, and then separate its resulting
FFT bins into subsets, preserving both their magnitude
and phase, and resynthesise each subset using a ded-
icated IFFT. This process, for each IFFT, works the
same as zeroing out all of the FFT bins that are not
contained within that particular subset. A graphic rep-
resentation of this design can be seen in Fig. 1. For this
work, when performing our FFT, we used a sample rate
of 48kHz, a window size of 2048 audio samples and a
hop size of 512 audio samples to produce 1024 bins.
During our initial tests for this design, we noticed
that, when distributing our resulting FFT bins linearly
throughout a space, our spatialisation scheme suffered
from a lack sonic variety, with many of the low to
mid range frequencies being grouped together during
spatialisation. This is due to the DFT acting linearly
across the audible frequency range, whereas a listener
conversely perceives sound logarithmically [9]. To
account for this discrepancy, we created a flexible, log-
arithmic distribution of our FFT bins, such that, for a
given audio source, we could modify its spectral and
spatial distribution in response to the original audio
source’s sonic content. For a given FFT bin, we calcu-
late its corresponding sonic object according to:

c =

⌈(
bi

B

)x

C+1

⌉
(2)

where B is the total number of FFT bins, bi is the index
of a single FFT bin according to the closed interval

[1,B] ∈ Z, and C is the total number of sonic objects
such that C ≤ B, with x being used to parametrise the
distribution according to the open interval (0,1] ∈ R.
For this work, we used a value of C = 32. By employ-
ing this method of distribution, we were able to create a
more detailed spatialisation of the low to mid frequency
range, whilst at the same time limiting the number of
sonic objects which corresponded to FFT bins in the
higher frequency range.

3.3 Joint Time-Frequency Scattering Transform

The JTFS transformation is used to analyse joint spec-
trotemporal modulations present within a sound, i.e am-
plitude modulations and frequency modulations [10].
As an instance of deep scattering networks [11], JTFS
analyses an audio signal using multiple layers consist-
ing of a wavelet filter convolution, multirate subsam-
pling, pointwise modulus nonlinearity and a low-pass
filter. Using this transformation, it is possible to par-
tially reconstruct a complex audio signal, by utilising
the analysed spectrotemporal modulations to iteratively
reform the original signal from noise. Through this
reconstructive process, the original gestural character-
istics of a sound gradually emerge after each iteration.

One of the earliest creative employments of JTFS can
be heard in Florian Hecker’s work Modulator (Scatter-
ing Transform)1, which showcased JTFS as a practical
method towards the deconstruction of timbre [12]. For
this piece, Hecker emphasised the iterative nature of
the JTFS resynthesis process, utilising a multichan-
nel speaker array to sonify its various iterative steps.

1Documentation of Florian Hecker’s Modulator (Scattering
Transform):
https://www.dreamideamachine.com/?p=21042
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Our work employs a similar usage of the JTFS trans-
form, however, instead of spatialising different itera-
tions of the JTFS resynthesis process, we run the re-
construction algorithm using subsets of the JTFS trans-
form’s coefficients to create our individual sonic ob-
jects. Through this approach, we were able to spatialise
individual components of spectrotemporal modulation
present within the original sound source, highlighting
the gestural characteristics of said sound. As part of
our systematic design, we also maintained the ability
to performatively interpolate between each iteration of
the resynthesis process, so as to bring these gestural
characteristics in and out of perceptual focus.

Although a full explanation of the JTFS transform is be-
yond the scope of this work, it is important to still give
an overview of the transformation and resynthesis pro-
cess, so as to convey our precise method of spatialisa-
tion. However, we also refer the reader to the works of
Andén et al. [10], Muradeli et al. [13] and Vahidi et al.
[14] for more in depth mathematical details. Given
an audio source x, we define the first-order joint-time
scattering coefficients S1x(t,λ ), indexed by time and
log-frequency. This corresponds to a constant-Q trans-
form [15] that is locally averaged in time, using Q bins
per octaves and J octaves to create a total of JQ bins.
We then define the second-order joint time-frequency
scattering coefficients, S2x(t,λ ,α,β ), indexed by time,
log-frequency, temporal modulation rate and frequen-
tial modulation scale. This corresponds to a constant-Q
wavelet filterbank [14] that is locally averaged across
frequency. Concatenating the first-order and second-
order JTFS coefficients forms the full JTFS transform:

Sx(t, p) = [S1x, S2x] (3)

where p is here used to represent the scattering path,
such that for the first-order coefficients p = (λ ), and
for the second-order coefficients p = (λ ,α,β ).

For an arbitrary audio source, we compute its JTFS
transform Sx using a differentiable approach first in-
troduced by Muradeli et al. [13] and Vahidi et al. [14].
To then reconstruct said audio source, we initialize the
process with Gaussian noise y0(t) and perform gradient
descent under the following normalized L1-error:

E(yn) =
‖Sx−Syn‖
‖Sx‖

(4)

where Syn is the JTFS transform of the approximated
waveform at iteration n. We use backpropagation to

iteratively update y using a learning rate µ over 150
iterations, such that:

yn+1(t) = yn(t)+µ∇E(yn) (5)

Since JTFS locally averages across time and frequency,
sonic information from the original audio source is lost.
However, this method of resynthesis using scattering
coefficients serves to emphasise the spectrotemporal
modulations captured by the JTFS transform.

When performing this resynthesis process, we extract
our individual sonic objects using an octave subset of
the first-order coefficients, jn, relative to a given scat-
tering path p. For each first-order octave ji, where i
corresponds to the index of each octave, encompassing
the closed interval [1,J] ∈ Z, we set S2x(p) = 0 where
jn 6= ji. In other words, we zero out all second-order
coefficients whose first-order parent is not within the
octave jn. This scale-rate audio effect equates to the
removal of modulation information in the constant-Q
spectrogram located outside of octave jn. After re-
peatedly performing this resynthesis process for all
possible values of n, which for this work was limited to
J = 10, we obtain a set of sonic objects, each of which
emphasise particular subsets of the spectrotemporal
modulations described by the original JTFS transform.

4 Experimental Design

To explore our spatialisation techniques, we used Cy-
cling 74’s Max to create a patch that enabled us to
employ additive synthesis, sample playback, DFT trans-
formation and various spatialisation techniques all in
real-time. This choice of technological design allowed
us to flexibly deploy these techniques for both per-
formative exhibition and studio production. Due to
the time complexity of performing the JTFS transfor-
mation, we performed the JTFS resynthesis algorithm
offline using the Python library Kymatio [16]. However,
for exploring the results of this methodology, we devel-
oped our Max patch to allow for real-time interaction
with both the resynthesised JTFS transformations and
their respective iterations.2

When spatialising our sonic material, we experimented
both with a static dispersal of sounds, and by rotating
our spatialisation about its polar and azimuthal axes.

2The Python code and Max patch used to develop this work has
been made publicly available online: https://github.com/
lewiswolf/hearing-from-within-a-sound
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We kept the relative position of our sonic objects con-
stant, positioning each sonic object n according to the
spherical coordinate system:

r =1

θ =
2πn
15

ϕ =
πn
15

+
3π

4
(6)

We chose this system primarily for its symmetrical
shape when spatialising 32 sonic objects, however this
symmetry was not present when working with the lim-
ited number of sonic objects produced using the JTFS
spatialisation technique. The complete spatialisation
pattern for 32 sonic objects can be seen in Fig. 2.

4.1 Synthesis

To explore the additive synthesis portion of this work,
we implemented two synthesis models - a physically
informed percussion model, derived from a rectangular
membrane instrument,3 and a custom implementation
of the ripple spectra first described by Kowalski et al.
[17]. We chose to explore these two models for their in-
harmonicity and gestural variation, with the rectangular
percussion model having also been employed during
our previous spatialisation works [7].

We derived our synthesis model of a rectangular mem-
brane instrument from the two-dimensional wave equa-
tion, and formulated a simplified linear approximation
according to:

W (t) =
M

∑
m=1

N

∑
n=1

sin(2π fmnt)αmn (7)

where m and n are the modal indices, and M and N are
the maximum modal indices [18, p.72], here chosen to
be 8 and 4 respectively. For a given rectangular domain
with aspect ratio ε , the modal frequencies fmn can be
calculated according to:

fmn = f0

√
m2

ε
+ εn2 (8)

where f0 is an arbitrary fundamental frequency in Hertz.
Under a Dirichlet boundary condition, the modal am-
plitudes αmn can be calculated, relative to a cartesian

3The physically informed percussion instrument was imple-
mented in Max using the external library kac_maxmsp:
https://github.com/lewiswolf/kac_maxmsp

Fig. 2: Spatialisation pattern used throughout the ex-
perimentation process.

strike location, [19, p.309] according to:

αmn(x,y) = sin
(

mπx√
ε

)
sin
(
nπy
√

ε
)

(9)

For the ripple spectra, we devised our system based
on the original implementation by Kowalski et al. [17],
according to:

W (t) =
N−1

∑
n=0

sin(2π fnt)αn (10)

where N is total number of frequency components, here
set to be 32. For this synthesis model, each frequency
component is logarithmically spaced between an arbi-
trary harmonic interval, according to:

fn = fmin ·
(

fmax

fmin

)n/(N−1)

(11)

where fmin and fmax represent the minimum and max-
imum frequencies in Hertz of said interval. The am-
plitude of each frequency component is modulated,
according to:

αn = 1+ sin
(

2πωt +
log2( fn/ fmin)

Ω

)
(12)

where ω and Ω parametrise the frequency and phase
characteristics of the amplitude modulation.

4.2 Sampling & Mono Audio

For testing the DFT and JTFS spatialisation techniques,
we rendered each of our additive synthesis models in
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Fig. 3: Idealised representation of the speaker configu-
ration at Iklectik Art Lab.

mono. Although these synthesis models present a use-
ful baseline for testing the DFT and JTFS spatialisa-
tion techniques, we also chose to create an additional
number of short musical segments involving sampled
percussion instruments. Percussive music, in general,
is well suited to testing these transformation based tech-
niques, given that percussive music largely contains a
range of inharmonic and transient spectral contents,
coupled with a rich set of gestural and spectrotempo-
ral variations. Most of this percussive material was
created using the kac_drumset sample library [20, 21],
with additional material being composed out of percus-
sive samples taken from recordings of Iannis Xenakis’
Rebonds A and Rebonds B.

5 Performative Evaluation

To evaluate these methodologies in a performative en-
vironment, we curated a private demo session at Iklec-
tik Art Lab in London. Iklectik houses a 16 channel
speaker system, originally installed by Amoenus4, ar-
ranged in three tiers to form a semi-sphere. An ide-
alised visualisation of this speaker configuration is
shown in Fig. 3, however in both practice and imple-
mentation, the speakers at Iklectik Art Lab deviate from
this ideal positioning, due to the architecture of the
building itself. When performing these evaluations, we
positioned all of our sonic objects in three-dimensional
space using vector base amplitude panning [22], as im-
plemented in the IRCAM Spat∼ library for Max [23].5

When evaluating our spatialisation techniques, we
chose to respond to a set of three distinct questions.

4Amoenus: https://amoenus.co.uk/
5IRCAM Spat∼:

https://forum.ircam.fr/projects/detail/spat

Each question served to assess the perceptual and aes-
thetic effectiveness of these techniques, and allowed us
to structure our analytical remarks systematically.

5.1 Does each approach towards spectral
decomposition perceptually distort the
original sound?

When experiencing our additive synthesis spatialisation
technique, the synthesised timbre remained clearly au-
dible to us as a somewhat tangible, yet malleable com-
plex sound. Once spatialised, the constructive design of
each additive synthesis model became markedly more
evident. When perceived in mono, each individual
sinusoidal component typically fuses to form a percep-
tually unified entity. Through spatialisation, however,
it became possible to aurally explore the content of
these complex sounds, through physical movement or
through focused listening in a particular direction. This
method of spatialisation made evident our perceptual
capacities towards analytic and holistic listening, em-
phasising our ability to hear out the partial frequencies
of a sound, but without fully sacrificing our holistic
impression of the original sonic entity.

The DFT approach is by far the least destructive of the
three spatialisation techniques, leaving almost entirely
no trace of its deconstructive approach to spatialisation.
In accordance with the typical lack of sonic impact the
FFT and IFFT processes have on a sound, the origi-
nal audio remained perceptually intact once spatialised,
with the additional feature of particular spectral char-
acteristics becoming more clearly pronounced through
their localisation in space. When listening with clear
intent, it is possible to hear subtle artefacts of the de-
constructed spectral content, however in general this
spatialisation technique enables a truly immersive im-
pression of the original sonic entity.

Conversely, the JTFS spatialisation technique is incred-
ibly destructive towards its original sound source. Al-
though this technique largely preserves the spectral con-
tent of a sound, the JTFS resynthesis process typically
produces a disparate impression of its original sound
source, due to the previously described loss of infor-
mation that this resynthesis process incurs. Similarly,
our approach to resynthesising subsets of the analysed
spectrotemporal modulations do not combine to form
the same sonic product produced by resynthesising
the full JTFS transformation without deconstruction.
This technique thus produces an entirely original sonic
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impression of a timbre, providing unique aesthetic nu-
ances that rely upon this spatialised implementation to
be at all perceptible.

5.2 How does the harmonicity/percussivity of a
sound affect each spatialisation technique?

When using additive synthesis, we noticed that the
previously outlined sonic qualities which encourage
tonal fusion do indeed have a demonstrative effect on
a sound’s holistic perception. When a sound’s spec-
tral content is inharmonic, its perception as a holistic
sonic entity becomes markedly more delicate, as each
partial frequency has the increased potential to aurally
distinguish itself. Similarly, amplitude modulations,
such as percussive envelopes, have little effect on the
holistic perception of a sound when used in a unified
manner, such that each partial frequency follows the
same dynamic contour. For similar reasons, the ripple
spectra was far more difficult to perceive holistically,
due to its incorporation of phase modulation.

For the DFT approach, the harmonicity or percussiv-
ity of a sound did not affect the perceptual outcome
of this spatialisation technique. This approach works
equally well for both harmonic and inharmonic sounds,
as well as percussive and long form sonic envelopes.
In practice, the successes of the DFT approach are
only marginally reliant upon the spectral content of the
sound source. For example, if one were to choose a
sound source that contained a limited spectrum, the
overall spatialisation would also be limited, as it would
not be possible to spatialise content if it was not there
to begin with.

As the JTFS transformation is designed to analyse mod-
ulation characteristics, the harmonicity and percussivity
of a sound does also play a crucial role when employing
this technique. If one were to apply this technique to
a purely harmonic sound that contained no amplitude
or frequency modulation, the outcome of this transfor-
mation would be largely uninteresting. If one were
to instead choose an inharmonic or transient sound,
which would, by design, contain minute interferences
between its respective partial frequencies, this would
result in subtle amplitude modulations that the JTFS
transformation could then detect and represent. And
similarly, if one were to choose percussive sounds over
textural drones, the JTFS transformation would detect
the various modulations present within their transient
spectral contents, as well as the inter-onset amplitude

modulations caused by the individual sonic envelopes
of each percussive strike.

5.3 How does one’s movement within the space
affect their perception of the original sound?

In general, our additive synthesis technique was notice-
ably sensitive to our position and movement within a
spatialised environment. With each different position,
individual partial frequencies were brought forth into
our perceptual awareness. This sensitivity heightened
our capacity to identify and focus on each partial fre-
quency, in turn weakening our capacity to perceive the
original sound as a holistic sonic entity. When one
stands within the center of the space, this aural effect
is subtle and in accordance purely with the position
of the head. However, when one moves further out to-
wards the edge of the space, partial frequencies quickly
begin to showcase their individuality, becoming easily
distinguishable as one approaches a particular speaker.

Similar to our additive synthesis technique, the DFT
technique maintained an analogous relationship to our
position within the space. Overall, however, these ef-
fects were markedly more subtle, as each spatialised
object has a more sonically entangled relationship with
the rest of the spatialised objects present within the
space. As a result, movement within the space does not
diminish one’s ability to holistically perceive the origi-
nal sonic entity, but does still promote one’s capability
to hear out more generalisable spectral characteristics
of the original sound source.

Unlike the prior two techniques, the JTFS transforma-
tion does not engender the same spectral relationship
with position and movement, as the spectral content
of each spatialised sonic object is largely homogenous
across the space. Instead, it is only the gestural compo-
nents of a sound which present themselves in greater
of lesser detail, depending on one’s position and orien-
tation. Of the three techniques, the JTFS approach also
requires the most acute form of active listening to per-
ceive the many gestural nuances emphasised by each
sonic object, which, as previously noted, are largely
dependent upon the diversity of gestural characteristics
present in the original sound. This attentive subtlety is
difficult to describe, for although the sonic landscape,
in terms of dynamicity and spectral content, is just as
immersive as the other two techniques, the JTFS trans-
formation affords an extra layer of timbral intricacy.
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6 Studio Evaluation

To conclude our experimentations, we also rendered
these spatialisation techniques in binaural, using a set
of head-related transfer functions derived from a KE-
MAR dummy head [24], and again employing the IR-
CAM Spat∼ library for Max [23]. Using headphones,
we explored each technique using a freely modifiable
reference location to simulate our virtual movement,
whilst also incorporating the same spatialisation pattern
described by equation 6.

In general, our evaluations of each spatialisation tech-
nique, as described in the previous section, was re-
tained throughout each iteration of binaural spatialisa-
tion. However, the overall immersive effectiveness of
our binaural exposition was at times limited due this
approach’s inherent perceptual nuances. These nuances
include difficulties in perceptually differentiating be-
tween sonic objects which are either in front of the
listener or behind them [25], as well as the room diver-
gence effect [26]. The room divergence effect describes
an inability to accurately adapt our perception when
experiencing virtual room acoustics, contrary to one’s
typical capacity to adapt to rapidly changing acoustic
room conditions in real-world scenarios. Within the
context of this work, the biggest difference between the
binaural and real-world deployments of our spatialisa-
tion techniques was the loss of an accurate sense of dis-
tance and circularity. As a result of this, and also as the
result of an absence of naturalistic, acoustic reverbera-
tion, it became easier to independently perceive each
spatialised sonic object when using binaural rendering.
Although these perceptual differences are noticeable,
the use of binaural rendering, in combination with our
spatialisation techniques, presents an additional oppor-
tunity to emphasise the perceptual grey area between
holistic and analytic listening. Further audio examples
of the effects of binaural rendering alongside our addi-
tive synthesis spatialisation technique have also been
showcased in some of our previous works [6, 7]6.

7 Conclusion

We have here presented three techniques developed for
the deconstruction and spatialisation of timbre in an

6chroma by Lewis Wolstanholme:
https://lewiswolstanholme.bandcamp.com/
chroma

josef by Julia Set:
https://juliaset.bandcamp.com/josef

immersive audio environment. Through there distinct
approaches to spatialisation, each of these techniques
engenders a similarly unique aesthetic, perceptual and
immersive impression of a sound. Of these three tech-
niques, our additive synthesis method acutely affords
the possibility to explore one’s perceptual capacity to-
wards holistic and analytic listening. And whilst our
spatialisation technique based on the discrete Fourier
transform is widely applicable to the accurate spatiali-
sation of an arbitrary sound source, our technique devel-
oped upon the joint time frequency scattering transform
can be used to curate entirely original sonic landscapes.
As a series of compositional tools, each of these tech-
niques affords an artist or sound engineer the possibil-
ity to have their listeners hear the spectral and gestural
characteristics of a sound from within.
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